Метод k-means.

При реализации метода сталкиваюсь с несовпадением разбиения, чукотку всегда выделяет в 1 кластер, а Москву закидывает к Магадану.

При установке рандомного выбора центроидов - для 2020, 2019 получаем эталонное разбиение

Рассмотрим аргументы kmeans:

**Init - отвечает за то, как будут выбраны центроиды**

1. “k-means++” - такой параметр инициализирует центроиды удалёнными друг от друга, что помогает найти глобальный минимум (алгоритм сходится к нему) - такой параметр не подходит для моей задачи, потому что три кластера лежат довольно близко друг к другу, к тому же есть субъект, который сильно отдалён от других и, в данном случае, будет включён в отдельный кластер. (Чукотский АО)
2. “random” - центроиды будут выбираться рандомно, что может грозить неправильной кластеризацией.

PCA (анализ главных компонент) поможет сократить кол-во признаков до двух (1 - экономический, 2 - инновационный).

**n\_init** - сколько раз будут выбираться центроиды (выбирается лучший вариант с точки зрения инерции)

* Помогает предотвратить проблему того, что элемент может оказаться изолированным от других и образовать кластер из одного элемента.
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План.

1. Определение задачи кластеризации. Здесь рассмотреть типы и вывести хорошее определение. Тут же подойти к рассмотрению разных методов кластерного анализа. (3-4 станицы)
2. Потом начать описание методов каждого по отдельности с формулами через матрицу сходства и т д (7 –8 страниц)
3. Описать метрики для определения правильности разбиения, описать что разбиение буду осуществлять несколько раз для определения наиболее часто встречающегося. (3 страницы)
4. Затем описание применения каждого из методов к моим данным + проверка по метрикам. (5 страниц) тут возникнет вопрос сколько данных мне нужно для правильного разбиения (верное разбиение уже есть)

2 раздел - Метод К - средних, определение числа кластеров, реализовать метод Орехова и еще один, та же тема с объемом данных.

В этом разделе необходимо программно реализовать методы нахождения числа кластеров и провести машинные эксперименты.

3 раздел - Кластеризация матриц, каждый столбец - отдельный год, здесь Вы можете придумать свой алгоритм кластеризации, может быть, не один.